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We present a generalized valence-force-field �VFF� model for the ternary III–V alloys �III=Ga, In and
V=N, P� to predict the formation energies and atomic structures of ordered and disordered alloy configura-
tions. For each alloy �GaInN, GaInP, GaNP, and InNP� the VFF parameters, which include bond-angle/bond-
length interactions, are fitted to the first-principles calculated formation energies of 30 ternary structures.
Compared to standard approaches where the VFF parameters are transferred from the individual binary III–V
compounds, our generalized VFF approach predicts alloy formation energies and atomic structures with con-
siderably improved accuracy. Using this generalized approach and random realizations in large supercells
�4096 atoms�, we determine the temperature-composition phase diagram, i.e., the binodal and spinodal decom-
position curves, of the �Ga, In� �N, P� ternary alloys.
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I. INTRODUCTION

Alloys of group-III nitride semiconductors �such as GaN
and InN� and conventional III–V binary semiconductors
�such as GaAs and InP� are being extensively studied for
their potential applications in different fields. For example,
the Ga1−xInxN ternary �pseudobinary� alloy has widespread
applications in blue-green light emitting diodes and other
optoelectronic devices.1,2 Recently, there have been attempts
to use III–V ternary and quaternary alloys for photoelectro-
chemical water-splitting applications.3,4 In this respect, such
alloys offer several advantages over the III–V binaries. The
band edges of III–V alloys can be tuned over a wide range of
values to match the redox potentials for the water-splitting
reactions. As an example, it has been shown that the band
gap of GaN can be significantly reduced by alloying with
other elements from groups III or V, e.g., In and P.5–7 Fur-
thermore, nitride alloys are relatively stable under photoelec-
trochemical operating conditions, which is not the case for
other III–V semiconductor alloys.4,8–11

Accurate calculations of the formation energy and the
phase diagram of III–V and III-N ternary and quaternary
alloys often require the use of very large supercells that con-
tain hundreds if not thousands of atoms. Such calculations
are not feasible using standard first-principles methods.
Therefore, the idea is to develop an energy functional that
can be evaluated inexpensively and that can reliably predict
the formation energies of large and/or complex structures.
Many recent computational studies of III–V and III-N alloys
have relied on the valence-force-field �VFF� method12–15 or
the cluster-expansion method.16,17 In the VFF approach
�originally developed by Keating18 and later refined by
Martin19�, the ground-state atomic positions and lattice vec-
tors are obtained by minimizing the strain energy, which is
described by a set of bond-stretching and bond-bending pa-
rameters. The ground-state strain energy can then be used to
compute the formation energy of ordered and disordered
structures20–27 as well as the phase diagram of ternary and
quaternary alloys.20–26,28–31 A major advantage of the VFF
method over first-principles calculations is the relatively
small computational cost required to relax large structures

and calculate the formation energy of systems including
thousands of atoms. At the same time, the VFF approach has
the advantage over “discrete” methods such as the cluster
expansion32 of being able to accurately predict the atomic
positions of lattice-mismatched semiconductor alloys and
superlattices.33,34

The input parameters of the VFF energy functional are
usually obtained from the experimentally measured �or theo-
retically calculated� elastic constants of the binary
constituents35–39 and are then used to calculate the formation
energy of ternary and quaternary alloy systems.20–24,28–31 In
the original VFF scheme developed by Keating18,19 �Keating
valence force field �KVFF��, several constraints are imposed
on the bond-bending parameter. For example, the bond-
bending parameter is assumed to be identical for the cation
or the anion-centered bonds �e.g., the bond-bending param-
eter for N-Ga-N equals that for Ga-N-Ga�. In addition, a
ternary or a quaternary alloy has mixed bonds, where three
different atomic species form the bond configuration �e.g.,
Ga-N-In�. In such cases, conventional KVFF defines the
bond-bending parameter as the arithmetic average of the
bond-bending parameters of the binary constituents that form
the mixed bond �e.g., Ga-N-In is the “average” of Ga-N-Ga
and In-N-In�. As we will show below �see Sec. II and Table
III�, such parametrization of the KVFF functional often pro-
duces rather large deviations in the predicted alloy formation
energies compared to density-functional calculations. In or-
der to improve on this model, Silverman et al.25,26 proposed
an approach where these restrictions are lifted by the intro-
duction of individual bond-bending parameters for the differ-
ent atomic combinations. After fitting all VFF parameters to
first-principles calculations of the formation energy of or-
dered structures, they found for the specific case of the
Ga1−xInxP alloy that the description of the alloy formation
energies was improved over KVFF.

Using the VFF formulation without the restrictions of
KVFF, and additionally considering the bond-angle/bond-
length interaction parameters,40 we have developed a gener-
alized ternary valence-force-field �TVFF� model for the four
ternary alloys in the �Ga, In� �N, P� zinc-blende system. For
each ternary alloy, i.e., GaInN, GaInP, GaNP, and InNP, the
TVFF parameters are obtained from a fit to the formation
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energies of an extensive set of ternary ordered and disor-
dered structures—calculated using density-functional theory
�DFT� in the local-density approximation �LDA�. In contrast
to the KVFF model, where the VFF parameters are defined
only from the properties of the binary constituents, our
model of the TVFF energy functional is “trained” to evaluate
ternary structures and considerably improves the description
of the formation energies for all four ternary alloys. The
reliability of the fitted parameters is further validated against
LDA-calculated formation energies and atomic positions of
several test structures that were not originally included in the
fit. Using this generalized TVFF model, we predict �Sec. III�
the formation energies and temperature-composition phase
diagrams of the Ga1−xInxN, Ga1−xInxP, GaN1−xPx, and
InN1−xPx random alloys.

II. COMPUTATIONAL METHODS

A. First-principles calculations

First-principles LDA calculations were performed to fit
the parameters of the TVFF energy functional and to test the
predictions of TVFF calculations. We have used the projector
augmented wave method41 as implemented in the Vienna ab
initio simulation package.42

The compounds considered here are GaN, GaP, InN, and
InP in the zinc-blende lattice structure as well as several
ordered and disordered �Ga, In� �N, P� ternary structures. The
Ga 3d and In 4d orbitals were treated as valence states in all
the calculations. We performed convergence tests with re-
spect to the energy cutoff and the k-point sampling. We
found that a plane-wave energy cutoff of 520 eV is sufficient
to calculate the structural properties with good accuracy and
it was used in all the calculations. Brillouin-zone integrations
were performed using �-centered k-point meshes that are
equivalent43 to the 6�6�6 Monkhorst-Pack k-point grid for
an eight atom cubic unit cell.44 All total energies were con-
verged to within 2 meV/cation or less.

B. Valence-force-field calculations

According to the KVFF model of tetrahedral semiconduc-
tors, the strain energy can be written as1819

UKVFF = �
i=1

N ��
j=1

4 � 3

8dij
2 �ij�r�ij · r�ij − dij

2 �2

+ �
k=1,k�j

4
3

8dijdik
�ijk�r�ij · r�ik − dijdik cos��ijk��2�	 ,

�1�

where �ij and �ijk are the bond-stretching and bond-bending
parameters, respectively, rij is the nearest-neighbor distance,
dij is the ideal bond length, and �ijk

0 is the ideal unrelaxed
tetrahedral bond angle �109.5°�. For a given atom i, the in-
dices j and k run over the four nearest-neighbor atoms. In the
KVFF model, the parameters � and � are derived from the
elastic constants C11 and C12 of the binary compound. C11
and C12 can be either measured or calculated from first prin-
ciples. The KVFF parameters � and � can be obtained by
inverting the following equations:18

C11 + 2C12 =

3

4d
�3� + �� ,

C11 − C12 =

3

d
� . �2�

Alternatively, one can fit the two VFF parameters � and �
to the measured or calculated values of all the three zinc-
blende elastic constants C11, C12, and C44. As shown in a
study by Grosse and Neugebauer,27 this approach improves
the calculated VFF formation energies of GaInN alloys.
Table I shows the calculated LDA values of the bulk modu-
lus of the four binary semiconductors considered here, along
with the KVFF parameters � and � obtained from Eq. �2�
�column “KVFF”�, and those obtained by the fit of all three
elastic constants �column “KVFF-fit”�. These KVFF param-
eters are used below for comparison with our generalized
TVFF model.

C. Generalized TVFF energy functional

1. Definition of the TVFF functional

As mentioned in Sec. I, the motivation for the TVFF for-
mulation is to lift the restrictions present in the conventional

TABLE I. LDA-calculated bulk modulus of the four binary compounds in the zinc-blende structure. Also
shown are the VFF parameters � and � obtained directly from the LDA-calculated elastic constants C11 and
C12 using Eq. �2� �column KVFF� and from a fit of � and � to C11, C12, and C44 �column KVFF-fit�.

Binary compound Bulk modulus �GPa� VFF parameter KVFF �N/m� KVFF-fit �N/m�

GaN 200.8 � 84.63 85.75

� 14.72 19.80

GaP 89.3 � 44.55 44.97

� 10.74 11.68

InN 145.1 � 69.23 68.60

� 7.30 11.26

InP 70.8 � 39.13 39.40

� 6.36 7.57
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KVFF model. First, in the KVFF model the bond-bending
parameter � is assumed to be the same for cation-centered
and anion-centered bonds. For example, in the common-
anion alloy A1−xBxC, KVFF assumes �ACA=�CAC and �BCB
=�CBC. Second, in the KVFF model the mixed-bond param-
eter �ACB is chosen as the arithmetic average of the binary
constituents, i.e., �ACB=1 /2��ACA+�BCB�. Besides removing
these restrictions and treating all �ijk as free parameters with-
out constraints, we use for our TVFF model an extended
version of the KVFF energy functional �originally proposed
by Kim et al.�40 in which a bond-angle/bond-length interac-
tion parameter �ijk is introduced,

UTVFF = �
i=1

N ��
j=1

4 � 3

8dij
2 �ij�r�ij · r�ij − dij

2 �2

+ �
k=1,k�j

4
3

8dijdik
�ijk�r�ij · r�ik − dijdik cos��ijk

0 ��2�	
+ �

i=1

N

�
j=1

4 � �
k=1,k�j

4
3

dijdik
�ijk�r�ij · r�ij − dij

2 �

��r�ij · r�ik − dijdik cos �ijk
0 �� . �3�

For the ternary systems A1−xBxC, we parameterize � and � as
follows:

�ACA = �̄AC + ��AC,

�CAC = �̄AC − ��AC,

�BCB = �̄BC + ��BC,

�CBC = �̄BC − ��BC,

�ACA = �̄AC + ��AC,

�CAC = �̄AC − ��AC,

�BCB = �̄BC + ��BC,

FIG. 1. Calculated mixing enthalpies �H of 30 different structures �27 ordered +3 pseudorandom� at different cation/anion concentrations
of the �a� GaInN, �b� GaInP, �c� InNP, and �d� GaNP alloys. The circles denote LDA results while the crosses denote TVFF results. The TVFF
parameters were fitted to the LDA-calculated mixing enthalpies. The relative rms errors of the fitted energies with respect to LDA averaged
over all structures are also shown.
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�CBC = �̄BC − ��BC, �4�

where �̄, ��, �̄, and �� are fitting parameters. Also, we
include �ACB and �ACB as free fitting parameters for the
mixed bonds. Therefore, for each ternary system AxB1−xC,
we have two bond-stretching parameters ��AC and �BC�, five

bond-bending parameters ��̄AC, �̄BC, ��AC, ��BC, and
�ACB�, and five bond-angle/bond-length parameters ��̄AC,
�̄BC, ��AC, ��BC, and �ACB� for a total of twelve fitting
parameters.

2. Fit of the TVFF parameters

In the conventional KVFF approach, the VFF parameters
are determined for the pure binary compounds and are then
transferred to the ternary alloy system by applying the above
described constraints. Besides the removal of these con-
straints, the determination of the TVFF parameters relies on
input from first-principles data of actual ternary alloy struc-
tures. Thus, the TVFF parameters are constructed on the ba-
sis of the same alloy system that is to be described by TVFF,
without relying on the assumption of transferability from the
binary compounds to the ternary alloy. Specifically, the VFF
parameters of Eq. �3� are fitted to the LDA-calculated forma-
tion energies of 27 ordered structures and three “pseudoran-
dom” structures for each ternary alloy �GaInN, GaInP, GaNP,
and InNP�. The 27 ordered structures include all the possible
zinc-blende structures with up to eight atoms �four anions
and four cations� in the unit cell. The term pseudorandom is
used to describe 64-atom unit cells where the cations and
anions are randomly distributed in their respective sublat-
tices. Each of the 30 different structures is fully relaxed �both
in LDA and in VFF� by optimizing the cell-external and
cell-internal degrees of freedom. At the relaxed geometry, the
alloy mixing enthalpy �H is calculated as

�H�A1−xBxC� = E�A1−xBxC� − xE�BC� − �1 − x�E�AC� ,

�5�

where E�A1−xBxC� is the total energy of the ternary structure
of composition x and E�AC� and E�BC� are the total energies
of the two binary constituents.

The initial values of the TVFF parameters of Eq. �3� were
obtained by fitting to the LDA-calculated elastic constants of
the four binary compounds. The TVFF parameters were then
allowed to change until the best least-squares fit of the TVFF
formation energies to the LDA formation energies was
achieved. Figure 1 shows the results of the fit for the four
ternary systems considered here, along with the average root-
mean-square �rms� fit error for each ternary. The fitted TVFF
parameters for the four ternary alloys are summarized in
Table II.

3. Predictive ability of TVFF

To evaluate the ability of the TVFF functional to predict
the properties of new structures, we consider a set of test
structures that were not included in the fit. For each of the
four ternaries, we consider three 32-atom special quasiran-
dom structures �SQSs�45,46 at x=0.25, 0.50, and 0.75 and the
Q8 and Q16 structures at x=0.25 and 0.75. The Q8 is a 16
atom per cell layered structure along the 
201� direction.47

The Q16 structure has a 32-atom tetragonal unit cell.48 The
rms deviation of �H for the different methods with respect to
LDA is calculated as 	=
�1 /n����HLDA−�HVFF�2, where n
is the total number of test structures for each ternary and
VFF=TVFF, KVFF, or KVFF-fit. Table III shows the calcu-
lated values of �H from LDA, KVFF, KVFF-fit, and TVFF
for all the test structures as well as the calculated values of 	.
We should point out that in the case of the highly lattice-
mismatched InNP and GaNP alloys, KVFF-fit generally
gives a better agreement with LDA than KVFF. However,

TABLE II. Fitted TVFF parameters for the GaInN, GaInP, InNP, and GaNP ternary alloys.

Fitted TVFF parameters

Ternary alloy
�

�N/m�
�

�N/m�
�

�N/m�

GaInN �GaN=114.0 �̄GaN=10.9; ��GaN=1.5 �̄GaN=−17.3; ��GaN=−15.4

�InN=50.9 �̄InN=10.7; ��InN=1.0 �̄InN=−16.2; ��InN=−17.8

�GaInN=14.8 �GaInN=−35.4

GaInP �GaP=31.6 �̄GaP=8.8; ��GaP=8.1 �̄GaP=−3.2; ��GaP=−9.3

�InP=49.6 �̄InP=7.1; ��InP=3.3 �̄InP=−4.2; ��InP=1.8

�GaInP=6.2 �GaInP=2.6

InNP �InN=65.2 �̄InN=17.1; ��InN=0.5 �̄InN=−7.3; ��InN=−12.2

�InP=11.7 �̄InP=11.3; ��InP=−10.5 �̄InP=−3.0; ��InP=7.1

�InNP=24.3 �InNP=−2.4

GaNP �GaN=18.8 �̄GaN=33.6; ��GaN=1.2 �̄GaN=−6.2; ��GaN=−15.6

�GaP=90.6 �̄GaP=15.5; ��GaP=0.5 �̄GaP=−6.9; ��GaP=−22.6

�GaNP=10.6 �GaNP=−12.4
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our TVFF results consistently show a better agreement with
LDA, compared to KVFF and KVFF-fit for all ternary al-
loys.

Recently, Chen et al.49 showed that the KVFF model pre-
dicts the famatinite �FM� structure �a �AC�3 / �BC�1 superlat-
tice structure oriented along the 
201� direction�50 as the low-
est energy structure for the Ga0.25In0.75N and GaN0.25P0.75

alloys whereas in the direct DFT calculations in the general-
ized gradient approximation �GGA�, either the Q8 or the
Q16 structure was lower in energy than FM for all ternary

�Ga, In� �N, P� alloys at the x=0.25 and 0.75 compositions.
Unlike other VFF models,49,51 our TVFF model agrees with
the direct DFT calculation �GGA in Ref. 49 and LDA in the
present work� that FM is not the lowest energy structure
within the �Ga, In� �N, P� alloy system.

As a second test of the TVFF energy functional, we com-
pare the TVFF relaxed atomic positions of the structures of
Table III with those predicted by LDA. The rms of the rela-
tive difference in the nearest-neighbor distances between
LDA and TVFF can be calculated as

TABLE III. Mixing enthalpies �H obtained from LDA, TVFF, KVFF, and KVFF-fit for different test
structures of the four ternary alloys at the compositions x=0.25, x=0.50, and x=0.75. For the different VFF
models, 	 gives the rms deviation relative to �H in LDA. The last column gives the rms of the relative
difference in the nearest-neighbor distances between LDA and TVFF.

Chemical composition Structure
�HLDA

�meV/cation�
�HTVFF

�meV/cation�
�HKVFF

�meV/cation�
�HKVFF-fit

�meV/cation�
�dnn

�%�

Ga0.25In0.75N 32-atom SQS 54.2 54.4 50.6 67.9 0.5

Q8 36.1 39.8 33.6 47.4 0.4

Q16 37.6 39.9 34.6 48.4 0.4

Ga0.50In0.50N 32-atom SQS 91.9 88.4 79.9 101.8 0.6

Ga0.75In0.25N 32-atom SQS 64.9 65.3 58.4 73.6 0.5

Q8 40.9 42.9 46.7 60.3 0.7

Q16 41.3 43.4 46.4 59.9 0.7

RMS deviation, 	 2.4 6.3 13.8

Ga0.25In0.75P 32-atom SQS 25.8 27.0 31.2 34.6 0.1

Q8 16.3 18.6 22.1 25.0 0.2

Q16 16.6 19.0 22.5 25.4 0.1

Ga0.50In0.50P 32-atom SQS 43.5 44.7 50.8 62.5 0.2

Ga0.75In0.25P 32-atom SQS 29.8 32.2 34.0 36.7 0.1

Q8 18.6 19.4 27.7 29.9 0.1

Q16 18.3 19.3 27.5 29.9 0.1

RMS deviation, 	 1.7 6.9 11.3

InN0.25P0.75 32-atom SQS 146.4 168.7 125.3 151.9 0.6

Q8 103.2 107.1 85.1 103.9 0.5

Q16 104.1 109.2 86.9 106.2 0.4

InN0.50P0.50 32-atom SQS 240.6 256.9 176.7 218.5 0.6

InN0.75P0.25 32-atom SQS 170.0 178.0 116.5 150.2 1.3

Q8 139.8 156.8 91.2 122.9 0.8

Q16 140.9 156.7 91.4 122.4 0.7

RMS deviation, 	 14.2 42.8 14.8

GaN0.25P0.75 32-atom SQS 250.3 268.1 220.9 247.4 0.4

Q8 177.7 188.9 154.4 172.5 0.5

Q16 179.1 191.2 156.9 175.9 0.5

GaN0.50P0.50 32-atom SQS 402.9 413.5 308.2 350.1 1.0

GaN0.75P0.25 32-atom SQS 303.8 323.4 208.5 242.0 1.1

Q8 272.7 273.6 173.3 207.8 0.7

Q16 274.7 270.9 172.7 206.5 0.7

RMS deviation, 	 12.5 75.8 47.1
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�dnn =
 1

4N
�
i=1

N

�
j=1

4 �dij
LDA − dij

TVFF

dij
LDA �2

, �6�

where dij
LDA and dij

TVFF are the nearest-neighbor distances in
LDA and TVFF, respectively. N is the total number of atoms
in the supercell. The calculated values of �dnn are shown in
Table III for all the test structures considered here. In all
cases, we find that the final relaxed structures from TVFF do
not deviate much from that of LDA �1.3% being the largest
deviation�. In most cases, the agreement of the atomic posi-
tions and the nearest-neighbor distances obtained from TVFF
and LDA were within 1%, which is comparable to the accu-
racy of the LDA calculations �the LDA calculated lattice
constant is typically underestimated by 1% relative to experi-
ment�.

III. THERMODYNAMIC PROPERTIES OF Ga1−xInxN,
Ga1−xInxP, GaN1−xPx, and InN1−xPx ALLOYS USING TVFF

A. Mixing enthalpies (�H) of random alloys

In order to have an accurate representation of the disor-
dered alloy, we used a large 4096-atom supercell and calcu-

lated the formation energy as the average over ten different
random realizations at each composition. The small spread of
�H among the different realizations �
2meV /cation, see
Ref. 52� illustrates that finite-size effects are sufficiently con-
verged at this cell size. The �H as a function of composition
x is represented by a third-order polynomial. The functional
form and the values of the coefficients are given in Table IV.
Figure 2 shows the TVFF predicted �H of the random
Ga1−xInxN, Ga1−xInxP, GaN1−xPx, and InN1−xPx ternary alloys
as a function of the composition. For comparison, Fig. 2 also
shows the �H of the ordered structures used in the fit of the

FIG. 2. �Color online� Average TVFF mixing enthalpy �H �solid curve and symbols� of �a� GaInN, �b� GaInP, �c� InNP, and �d� GaNP
zinc-blende random alloys calculated using a 4096-atom supercell and ten random realizations at each composition. Also shown are the
calculated energies of ordered structures �solid squares� and 32-atom SQSs �solid triangles� at different compositions—all were obtained
using TVFF. Some of the lowest energy ordered structures, e.g., Q8/Q16 at compositions x=0.25 and 0.75 and chalcopyrite �CH� at x
=0.50 are identified by arrows.

TABLE IV. Values of the coefficients a and b in the polynomial
that represents �H as a function of composition x: �H�x�
= �a–bx�x�1–x�.

Ternary alloy a b

GaInN 371.3 76.7

GaInP 178.8 27.2

InNP 1021.0 173.2

GaNP 2003.0 834.3
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TVFF parameters as well as that of the 32-atom SQS test
structures listed in Table III. Note that the mixing enthalpies
of the highly lattice-mismatched mixed-anion alloys
�III-N1−xPx� are much larger than those of the mixed-cation
alloys �Ga1−xInx-V�. The �H of all four alloys is found to be
asymmetric and skewed toward the Ga-rich side in the
Ga1−xInx-V and toward the N-rich side in the III-N1−xPx al-
loys.

It is worth mentioning that in some cases, the mixing
enthalpies of the SQS structures somewhat deviate from
those of the random alloys calculated using a 4096-atom
supercell �see Fig. 2�. For example, the mixing enthalpy of
the InN0.5P0.5 alloy calculated using the 4096-atom cell is
226.3 meV/cation while the mixing enthalpy of the 32-atom
SQS structure at the same composition is 256.9 meV/cation
�note that the SQS and supercell energies in Fig. 2 are both
calculated with the TVFF functional and that the SQS ener-
gies predicted by TVFF agree very well with the direct LDA
calculation as shown in Table III�. Furthermore, a random-
alloy model based exclusively on SQS structures would pre-
dict a different asymmetry of the mixing enthalpy with re-
spect to composition �see Fig. 2�. For example, in GaN1−xPx
the SQS structures predict a less pronounced asymmetry
�about 4.5%� than that of the supercell method �about
6.3%�—all relative to the regular solution model which
would give a symmetric �H.

Since GaInN is by far the most
investigated17,20,22–24,29,39,53–58 case among the III–V ternary
alloys, we now compare our results with a few recent theo-
retical works on this alloy system. Compared to previous
KVFF calculations,20,22,23 our generalized TVFF model gives
somewhat larger energies with the maximum mixing en-
thalpy �Hmax=83.7 meV /cation �being up to
�20 meV /cation larger than the prior results�. Compared to
the first-principles results based on the SQS model of the
random alloy in Ref. 53, our �Hmax is smaller by about 30
meV/cation. This difference is due to different numerical re-
sults for the �H of the SQS in LDA �see Table III� and,
therefore, it is not related to the TVFF model employed in
the present work. Similar mixing enthalpies to those reported
in the present work were obtained by Purton et al.54 using
interatomic potentials and by Liu et al. �see Fig. 3�a� in Ref.
17� using the cluster-expansion method. For the GaInP
alloy, our calculated mixing enthalpies ��Hmax
=42.3 meV /cation� are similar to those obtained by Silver-
man et al.25 with a similar methodology. For the mixed-anion
GaNP and InNP alloys, few theoretical estimates of the mix-
ing enthalpy are available. Notably, in the case of GaNP our
calculated �Hmax=403.5 meV /cation is larger than the
value �Hmax�300 meV /cation obtained by Ho and
Stringfellow21 using KVFF within the regular solution model
�no asymmetry�. Again, based on the regular solution model,

FIG. 3. �Color online� Predicted temperature-composition phase diagram of �a� GaInN, �b� GaInP, �c� InNP, and �d� GaNP zinc-blende
random alloys. The solid and dashed curves correspond to the binodal and spinodal decomposition lines, respectively. The consolute
temperature �TC� and the corresponding alloy compositions �xC� are also shown.
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Takayama et al.24 reported a �Hmax�355 and 190 meV/
cation for wurtzite GaNP and InNP, respectively, which are
also lower than the present results �our �Hmax for InNP is
228.1 meV/cation�.

B. Phase diagrams

Having determined the alloy mixing enthalpies �H�x� of
the four �Ga, In� �N, P� ternary alloys for a realistic random-
alloy model, we now discuss the temperature versus compo-
sition �T-x� phase diagrams for the four alloys. The Gibbs
free energy of mixing of an alloy of composition x is

��Gx� = �H�x� − T�S�x� , �7�

where we take the entropy of mixing ��S� as the configura-
tional entropy of the ideal random alloy,

�S�x� = − kB�x ln x + �1 − x�ln�1 − x�� . �8�

According to general alloy theory,59 the binodal curve �equi-
librium miscibility� is constructed from the �G�x� graph us-
ing a common tangent approach and the spinodal curve is
determined from the inflection points ��2�G /�x2=0� at a
given temperature. For the purpose of the present work, we
do not include short-range ordering or vibrational effects in
the phase-diagram calculation. Those effects generally lead
to moderate quantitative corrections in the phase-diagram
calculation.16,25,53 Rather, we focus here on the effect of the
alloy mixing enthalpies, which �in the present work� are
based on consistent data sets of first-principles calculated
formation energies for the four different alloy systems and
are obtained with a realistic model of the random alloys via
the generalized TVFF functional.

The calculated �T-x� phase diagrams are shown in Fig.
3—also indicating the consolute temperatures �TC� and the
corresponding alloy compositions �xC�. The existence of a
miscibility gap indicates that spinodal decomposition should
occur. For example, we predict a miscibility gap between x
=0.11 and x=0.79 in the Ga1−xInxN alloy at 1000 K, in
agreement with recent phase diagram calculations.17,53,54 In-
deed, many experimental studies have found signatures of
phase separation or spinodal decomposition.60–65 Also, spin-
odal decomposition is expected to promote periodic compo-
sitional modulation as observed by transmission electron
microscopy.66 Note however that the tendency toward spin-
odal decomposition and phase separation depends delicately
on the presence of strain in case of epitaxial growth �not
considered here�, which can lead to negative formation ener-
gies and, hence, to the suppression of the miscibility gap.17

The calculated phase diagrams are significantly asymmet-
ric with respect to composition for all four alloys—resulting
from the asymmetric behavior of �H�x� �see Fig. 2�—
whereas such asymmetries are neglected in regular solution
models. The use of a realistic model of the random alloy is
essential to reliably predict asymmetries in the phase dia-
gram. The largest asymmetry is found in the GaN1−xPx alloy,
indicating that N substitution in GaP requires considerably
less energy than P substitution in GaN �see Fig. 2�.

The TC in the mixed-anion alloys III-N1−xPx are much
larger compared to the mixed-cation alloys Ga1−xInx-V due
to the larger lattice mismatch �Fig. 3�. Indeed, the calculated
equilibrium solubility in the dilute nitride alloys is generally
very low—far less than 1% �Refs. 21 and 67� �from our
calculated formation energies, we obtain an equilibrium solu-
bility of only, e.g., csol=3.5�1016 cm−3 for N in GaP at T
=1000 K�. The fact that III–V alloys with higher N concen-
trations �up to a few per cent� can actually be grown has
previously been attributed to nonequilibrium growth,68 to
surface-reconstruction-enhanced solubility,67 or to the effect
of epitaxial strain.69 However, we find that due to the asym-
metric phase-diagram �Fig. 3�, dilute GaP:N alloy remains
remarkably stable against spinodal decomposition despite the
very low-N equilibrium solubility. Thus, once a sufficiently
high concentration of N atoms is incorporated �e.g., using
nonequilibrium growth methods�, it remains metastable �e.g.,
up to 8.6% N content at T=1000 K� before the onset of the
two-phase spinodal decomposition �see Fig. 3�. In contrast,
dilute P doping in GaN is limited to only 1.6% at this tem-
perature �see Fig. 3�. Irrespective of the low-equilibrium
solubility, the relative stability against spinodal decomposi-
tion in case of N alloying into GaP is an important prerequi-
site for the prospective application of GaNP alloys for pho-
toelectrochemical water splitting, where it has been shown
that N incorporation in III–V alloys enhance their resistance
toward photocorrosion in the electrolyte solution.4

IV. CONCLUSIONS

We have developed a generalized VFF model for the ter-
nary GaInN, GaInP, GaNP, and InNP alloys, which is based
on first-principles calculated formation energies of ordered
alloy structures. The TVFF functional is able to predict the
formation energy of new structures �not included in the fit of
the TVFF parameters� with much better accuracy than the
standard VFF approaches and yield atomic structures very
close to the first-principles calculations. Using the TVFF
functional, we have calculated the temperature-composition
phase diagrams �i.e., the binodal and spinodal decomposition
curves� of the Ga1−xInxN, Ga1−xInxP, GaN1−xPx, and InN1−xPx
alloys in the zinc-blende lattice structure. In the case of
GaNP dilute nitride alloys, which are presently considered
for application as photoelectrochemical water-splitting mate-
rials, the pronounced asymmetry in the phase diagram indi-
cates relative stability of N doping against spinodal decom-
position despite the very high-consolute temperature above
10 000 K.
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